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Abstract - For a planar bi–Sobolev map $f$ the zero set of the Jacobian may have positive measure while the regular set does have positive measure. We discuss the compatibility of these facts with the validity of the chain rule: $$(*) \quad J_{f^{-1}}(f(x)) J_f(x) = 1.$$ It turns out that the left hand side of $(*)$ is uniquely defined a.e. as a Borel function. This is no more true for bi–Sobolev maps in $\mathbb{R}^n$ with $n \geq 3$.
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1 Introduction

Let $\Omega, \Omega'$ be domains in $\mathbb{R}^2$. In the category of $W^{1,p}$–Sobolev maps $f : \Omega \overset{\text{onto}}{\rightarrow} \Omega'$, $f \in W^{1,p}(\Omega, \mathbb{R}^2)$, $p \geq 1$, the case $p = 2$ due to its borderline character exhibits peculiar features, which are considered natural for many reasons. Beyond that natural setting and especially when $p = 1$, some fundamental properties fail and it is rather hard to recover the basic facts which actually require new proofs and methods far from routine. The discrepancy between the $W^{1,2}$ and the $W^{1,1}$ theories is clarified here in case of homeomorphisms.

The Sobolev class of homeomorphisms $f = (u, v) \in W^{1,2}(\Omega, \mathbb{R}^2)$ enjoys some important properties as:

- integration by parts against the Jacobian determinant $J_f(x)$, i.e.
  $$\int_{\Omega} \varphi(u_x v_y - u_y v_x) = \int_{\Omega} u(\varphi_y v_x - v_y \varphi_x) = \int_{\Omega} v(\varphi_x u_y - \varphi_y u_x)$$
  for any test function $\varphi \in C_0^\infty(\Omega)$;
- the $(\mathcal{N})$–property of Lusin, that is $f$ maps sets of measure zero to sets of measure zero, briefly $f \in (\mathcal{N})$;
- the usual chain rule for the composition

\[ J_f(f^{-1}(y)) J_{f^{-1}}(y) = 1 \]

if \( f^{-1} \) is differentiable at \( y \) and \( f \) is differentiable at \( f^{-1}(y) \).

On the other hand, the differentiability almost everywhere holds already for planar homeomorphisms in the Sobolev class \( W^{1,1} \) (see [24]). This is not true for \( n \geq 3 \); indeed, one can construct a nowhere differentiable homeomorphism in \( W^{1,n-1}(\Omega, \mathbb{R}^n) \) (see [5]). Here, differentiability is understood in the classical sense.

Relevant work with regularity assumption below \( W^{1,2} \) was done by Ziemer [28] who assumed \((N)\) condition for \( f \) and \( f^{-1} \). More recently such assumptions have been removed and many interesting results have been found by Hencl and Koskela [18] (see also [19], [5], [21], [12]).

Each homeomorphism \( f \) in the Sobolev space \( W_{\text{loc}}^{1,1}(\Omega, \mathbb{R}^2) \) satisfies either \( J_f \geq 0 \) a.e. or \( J_f \leq 0 \) (see [20], [1]). We shall assume that \( J_f \geq 0 \) a.e. in \( \Omega \).

For a homeomorphism \( f \in W^{1,1}(\Omega, \mathbb{R}^2) \), we decompose the domain \( \Omega \) as follows:

\[ \Omega = \mathcal{R}_f \cup \mathcal{Z}_f \cup \mathcal{E}_f, \]

where

\[ \mathcal{R}_f = \{ x \in \Omega : f \text{ is differentiable at } x \text{ and } J_f(x) \neq 0 \} \]

is the set (possibly empty) of regular points of \( f \),

\[ \mathcal{Z}_f = \{ x \in \Omega : f \text{ is differentiable at } x \text{ and } J_f(x) = 0 \} \]

is the set of singular points of \( f \) and

\[ \mathcal{E}_f = \{ x \in \Omega : f \text{ is not differentiable at } x \}. \]

Since \( f \) is continuous, these are Borel sets.

In [21] a particularly useful class of homeomorphisms which lie between homeomorphisms of bounded variation and bi–Lipschitz mappings was introduced, namely the \textit{bi–Sobolev mappings} (see [17] for a rich and updated account of the theory which relates these maps with those of finite distortion).

**Definition 1.** The homeomorphism \( f : \Omega \subset \mathbb{R}^2 \overset{\text{onto}}{\longrightarrow} \Omega' \subset \mathbb{R}^2 \) is a bi–Sobolev map if \( f \in W_{\text{loc}}^{1,1}(\Omega, \mathbb{R}^2) \) and \( f^{-1} \in W_{\text{loc}}^{1,1}(\Omega', \mathbb{R}^2) \).

Here our aim is to study the limits of validity for bi–Sobolev maps of the chain rule for the pointwise Jacobian of the compositions \( f \circ f^{-1} \) and \( f^{-1} \circ f \), namely

\[ J_{f^{-1}}(f(x)) J_f(x) = 1 \]

and

\[ J_{f}(f^{-1}(y)) J_{f^{-1}}(y) = 1 \]
Of course, (1.1) is true if $x \in \mathcal{R}_f$. Similarly, (1.2) is valid if $f^{-1}$ is differentiable at $y$ and $J_{f^{-1}}(y) \neq 0$.

It is interesting to note that any bi–Sobolev map in the plane has a set of regular points of positive measure (see Proposition 2.2); this means $|Z_f| < |\Omega|$.

In the literature, there are some examples of bi–Sobolev mappings such that the Jacobian of $f$ is zero on a set of positive measure (see [26], [23], [22]). How are these examples consistent with (1.1) and (1.2)? The answer to this question is given by the following

**Theorem 1.1.** Let $f : \Omega \subset \mathbb{R}^2 \rightarrow \Omega' \subset \mathbb{R}^2$ be a bi–Sobolev map; then we can define $J_{f^{-1}}(f(x))J_f(x)$ uniquely as a measurable function by

$$J_{f^{-1}}(f(x))J_f(x) = \begin{cases} 1 & \text{if } x \in \mathcal{R}_f \\ 0 & \text{if } x \in \mathcal{Z}_f \end{cases}$$

(1.3)

**Remark 1.1.** We would like to underline that the composition of two maps $h \circ g, g : \Omega \rightarrow \Omega', h : \Omega' \rightarrow \mathbb{R}$ with the outer map $h$ defined a.e., may be undefined on a set of positive measure $P \subset \Omega$. Indeed, $J_{f^{-1}} \circ f$ is sensitive to changes of $J_{f^{-1}}$ on subsets of $\Omega$ with zero Lebesgue measure. This poses some problems for the definition and the measurability of the composition $J_{f^{-1}} \circ f$.

**Remark 1.2.** Of course analogous formula is valid for $J_f(f^{-1}(y))J_{f^{-1}}(y)$ for a.e. $y \in \Omega'$.

## 2 Preliminaries

By Gehring–Lehto theorem, a planar homeomorphism $f \in W^{1,1}_{\text{loc}}(\Omega, \mathbb{R}^2)$ is differentiable a.e. (see [11]). Hence, using the notation introduced above:

$$|\mathcal{E}_f| = 0.$$

If $x \in \mathcal{R}_f$, then $f^{-1}$ is differentiable at $f(x)$ and moreover we have

$$f(\mathcal{R}_f) = \mathcal{R}_{f^{-1}}$$

(2.1)

If $f \in W^{1,1}_{\text{loc}}(\Omega, \mathbb{R}^2)$ is a homeomorphism and $\eta$ is a nonnegative Borel measurable function on $\mathbb{R}^2$, the following area inequality holds

$$\int_B \eta(f(x)) J_f(x) \, dx \leq \int_{f(B)} \eta(y) \, dy$$

(2.2)

for every $B \subset \Omega$ Borel set ([9, Theorem 3.1.8]).

However, the $(\mathcal{N})$ property of Lusin is equivalent to the area formula, that is,

$$\int_B \eta(f(x)) J_f(x) \, dx = \int_{f(B)} \eta(y) \, dy.$$  

(2.3)
for all such functions $\eta$.

It is well known (see [21], for example) that there exists a set $\tilde{\Omega} \subset \Omega$ of full measure such that the area formula always holds for $f$ on $\tilde{\Omega}$. Notice that the area formula holds on the set $R_f \cup Z_f$ where $f$ is differentiable ([17, Corollary A.2]). As a consequence, we have the equality

$$\int_{Z_f} J_f \, dx = |f(Z_f)|$$

which implies the following version of the Sard’s Lemma

$$|f(Z_f)| = 0 \quad (2.4)$$

**Proposition 2.1.** Let $f : \Omega \subset \mathbb{R}^2 \rightarrow \Omega' \subset \mathbb{R}^2$ be a bi-Sobolev map. Then

$$J_f = 0 \ a.e \quad \iff \quad J_{f^{-1}} = 0 \ a.e. \quad (2.5)$$

**Proof.** Indeed, by area formula for Sobolev homeomorphisms, there exists $N_0 \subset \Omega$ with zero measure such that

$$\int_{\Omega \setminus N_0} J_f \, dx = |f(\Omega \setminus N_0)|.$$

Since $J_f = 0$ a.e. then

$$0 = |f(\Omega \setminus N_0)| = |\Omega' \setminus f(N_0)|$$

and

$$\int_{f(N_0)} J_{f^{-1}} \, dy \leq |N_0| = 0$$

It implies that $J_{f^{-1}} = 0$ a.e. By symmetry we obtain the other implication. \qed

The next Proposition was proved in [16] using the language of mappings of finite distortion. The same result with a different proof was proved in [6].

**Theorem 2.1.** If $f = (u, v)$ is a $W^{1,1}(\Omega, \mathbb{R}^2)$-homeomorphism, then $f^{-1} = (s, t) \in BV(\Omega', \mathbb{R}^2)$ and

$$|\nabla s|(\Omega') = \int_{\Omega} \left| \frac{\partial f}{\partial t} \right| \, dz$$

$$|\nabla t|(\Omega') = \int_{\Omega} \left| \frac{\partial f}{\partial s} \right| \, dz.$$ 

Here $|\nabla s|(\Omega')$ and $|\nabla t|(\Omega')$ are the total variations of the coordinate functions of the inverse $f^{-1}$.

For the sake of completeness we present here the proof of the following
Proposition 2.2. If $f$ is a planar bi–Sobolev map, then $0 < |R_f|$.  

Proof. We prove that $|R_f| > 0$ by showing that $|Z_f| < |\Omega|$. Suppose by contradiction that the pathological equality $|Z_f| = |\Omega|$. By (2.5), $|Z_{f^{-1}}| = |\Omega'|$ and hence there exists $N_0' \subset \Omega' : |N_0'| = 0$ such that 

$$\int_{\Omega' \setminus N_0'} J_{f^{-1}} \, dy = |\Omega \setminus f^{-1}(N_0')| = 0$$

It means that $f^{-1}$ sends the null set $N_0'$ to a set $f^{-1}(N_0')$ of full measure. By regularity properties of Lebesgue measure there exists a closed set $C \subset f^{-1}(N_0')$ such that $|C| = 0$. Define $C' = f(C)$ and notice that it is a closed subset of $N_0'$ with zero measure: $|C'| = 0$. Denoting by $f = (u,v)$ and $f^{-1} = (s,t)$, we apply Theorem 2.1 to the open set $A' = \Omega' \setminus C'$, recalling that, as the inverse belongs to $W^{1,1}$ by assumption the variation coincide with the integral of the gradient of the coordinate functions, to obtain:

$$\int_{A'} |\nabla s| = \int_{f^{-1}(A')} \left| \frac{\partial f}{\partial t} \right|$$

$$\int_{A'} |\nabla t| = \int_{f^{-1}(A')} \left| \frac{\partial f}{\partial s} \right|$$

Therefore, we get

$$\int_{C'} |\nabla s| = \int_{\Omega'} |\nabla s| - \int_{A'} |\nabla s| = \int_{f^{-1}(C')} \left| \frac{\partial f}{\partial t} \right| - \int_{f^{-1}(A')} \left| \frac{\partial f}{\partial t} \right| = \int_{f^{-1}(C')} \left| \frac{\partial f}{\partial t} \right| > 0$$

because $|C'| = 0$ and $|f^{-1}(C')| > 0$. This means that $\nabla s$ is not absolutely continuous with respect to Lebesgue measure and $f^{-1} \notin W^{1,1}_{loc}$ which gives the contradiction.

Remark 2.1. Proposition 2.2 is false in dimension $n = 3$ as derives by a recent example of a bi–Sobolev map $f$ such that $|R_f| = |R_{f^{-1}}| = 0$ (see [7]).

3 Chain Rule for the pointwise Jacobian

Proposition 3.1. Let $f : \Omega \to \Omega'$ be a planar bi–Sobolev map. Then the following statements are equivalent:

1) $f^{-1}$ does not satisfy the Lusin condition
2) \(|Z_f| > 0\)

3) \(|f^{-1}(E_{f^{-1}})| > 0\)

Proof. 1) \(\implies\) 2) If \(f^{-1}\) does not satisfy \((\mathcal{A})\) condition, there exists a Borel set \(A \subset \Omega\) such that \(|A| > 0\) and \(|f(A)| = 0\). By (2.2)

\[
\int_A J_f \, dx \leq |f(A)| = 0
\]

and therefore \(J_f = 0\) for almost every \(x \in A\). Hence,

\[|A \setminus Z_f| = 0.\]

2) \(\implies\) 3) By (2.1) we have

\[f^{-1}(Z_{f^{-1}}) \cup f^{-1}(E_{f^{-1}}) = f^{-1}(Z_{f^{-1}} \cup E_{f^{-1}}) = Z_f \cup E_f. \quad (3.1)\]

Hence, essentially, \(f^{-1}\) maps \(E_{f^{-1}}\) to \(Z_f\) in the sense that, as (3.1) yields

\[f^{-1}(E_{f^{-1}}) \Delta Z_f = (f^{-1}(E_{f^{-1}}) \setminus Z_f) \cup (Z_f \setminus f^{-1}(E_{f^{-1}})) \subset E_f \cup f^{-1}(Z_{f^{-1}})\]

and we have

\[|f^{-1}(E_{f^{-1}}) \Delta Z_f| = 0 \quad (3.2)\]

that implies

\[|f^{-1}(E_{f^{-1}})| = |Z_f|\]

3) \(\implies\) 1) As \(f^{-1}\) is differentiable almost everywhere, then \(|E_{f^{-1}}| = 0\). Hence, \(f^{-1}\) sends the null set \(E_{f^{-1}}\) onto a set of positive measure and this means that \(f^{-1}\) does not satisfy Lusin condition.

Now we are in position to prove Theorem 1.1.

Proof of Theorem 1.1. It is irrelevant to define \(J_{f^{-1}}(f(x)) J_f(x)\) for \(x \in E_f\) because bi-Sobolev map in the plane satisfies \(|E_f| = 0\) by Gehring-Lehto Theorem.

For all \(x \in R_f\), the differential matrices of \(f\) and \(f^{-1}\) are inverse to each other, namely:

\[D f^{-1}(f(x)) = (D f(x))^{-1} \quad \forall x \in R_f \quad (3.3)\]

and

\[J_{f^{-1}}(f(x)) J_f(x) = 1 \quad \forall x \in R_f. \quad (3.4)\]

It remains to study \(J_{f^{-1}}(f(x)) J_f(x)\) for \(x \in Z_f\).

If \(|Z_f| > 0\), the function \(J_{f^{-1}} \circ f\) a priori is not well defined. Indeed, by Sard’s Lemma \(|f(Z_f)| = 0\) and we can choose arbitrarily \(J_{f^{-1}}\) on \(f(Z_f)\), that is \(J_{f^{-1}}(f(x))\) for \(x\) belonging to the positive set \(Z_f\) and the composed function \(J_{f^{-1}} \circ f\) may be non measurable on the set of positive measure \(Z_f\). In fact as \(x\) varies in \(Z_f\), we are dealing with points \(f(x)\) filling a zero subset
of $\Omega'$ and so we can redefine $J_{f^{-1}}$ arbitrarily on such zero subset. However, the product

$$J_{f^{-1}}(f(x)) J_f(x)$$

is zero as $J_f(x) = 0$ for $x \in Z_f$.

On the other hand, if $|Z_f| = 0$, by Proposition 3.1, $f^{-1}$ satisfies Lusin ($\mathcal{N}$) condition and the image of a null set is a null set. Therefore, the composition $J_{f^{-1}} \circ f$ has a meaning as a measurable function. As $|Z_f| = 0$ then $|R_f| = |\Omega|$ and by (3.4) follows that

$$J_{f^{-1}}(f(x)) J_f(x) = 1 \quad \text{a.e. } x \in \Omega.$$  (3.5)

The definition (1.3) is of course the unique possible to get a measurable function.

\[ \square \]

\textbf{Remark 3.1.} Formula (1.3) may be ambiguous for $n = 3$; the reason is that there exists a bi–Sobolev map $f$ that is nowhere differentiable together with its inverse ([5]), and so $|E_f| = |\Omega|$. Hence one can define $(J_{f^{-1}} \circ f) J_f = \chi_{R_f \cup E_f}$ or $(J_{f^{-1}} \circ f) J_f = \chi_{R_f}$ and these two functions disagree almost everywhere.
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